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Abstract—Emerging airborne networks require domain-specific routing protocols to cope with the challenges faced by the highly-dynamic aeronautical environment. We present an ns-3 based performance comparison of the AeroRP protocol with conventional MANET routing protocols. To simulate a highly-dynamic airborne network, accurate mobility models are needed for the physical movement of nodes. The fundamental problem with many synthetic mobility models is their random, memoryless behavior. Airborne ad hoc networks require a flexible memory-based 3-dimensional mobility model. Therefore, we have implemented a 3-dimensional Gauss-Markov mobility model in ns-3 that appears to be more realistic than memoryless models such as random waypoint and random walk. Using this model, we are able to simulate the airborne networking environment with greater realism than was previously possible and show that AeroRP has several advantages over other MANET routing protocols.

I. INTRODUCTION AND MOTIVATION

Airborne communication presents a challenging environment for mobile ad hoc networking. High mobility, limited bandwidth and transmission range, and unreliable noisy channels create a harsh environment for communications [1]–[3]. The problems of congestion, collisions, and transmission delays are only made worse in an ad hoc multi-hop environment [4]. Additionally, we cannot assume that any two nodes will be within transmission range of each other for very long. Two highly-mobile nodes moving in opposite directions at supersonic to hypersonic relative velocity might only expect to have a few seconds of opportunity to discover, setup, and transfer data, or to make a successful handoff.

New routing protocols such as AeroRP [5]–[8] are emerging to address these difficulties and there is a need to evaluate their performance, initially, through realistic simulations. The ns-3 simulator is an emerging network performance simulation environment with several mobility models [9] already built in, including random direction 2D, random walk 2D, random waypoint [10], constant velocity, constant acceleration, and constant position [11]. The fundamental problem with many synthetic mobility models is their random, memoryless behavior. Simulations using these mobility models exhibit unnatural movements with abrupt and often extreme changes in velocity and direction, uncharacteristic of highly-mobile airborne nodes. These mobility models are insufficient in simulating a highly-dynamic airborne ad hoc network. They also lack support for 3-dimensional position allocation, relative velocity between nodes in 3D space, and realistic flight behavior. To address these concerns we have implemented an ns-3 model of a 3-dimensional Gauss-Markov mobility model suitable for use in multi-tier, highly-dynamic MANET simulations [12]. We use this model to provide realistic mobility patterns for evaluating the AeroRP protocol, and compare with the effects of using memoryless mobility models.

AeroRP is a domain specific geolocation-assisted routing protocol. The main focus of AeroRP is to efficiently route data packets amongst airborne nodes (ANs) and back to a ground station (GS). It supports the incorporation of specialized relay-nodes (RNs), which have enhanced communication capabilities to facilitate the routing of data by the ANs. Each AN may use other ANs or RNs as next hops in order for the packets to reach their destination as a given AN may not be within transmission range of the GS or target AN within a reasonable amount of time. The target environment for AeroRP is one in which ANs may achieve relative speeds up to Mach 7 for aircraft, as well as Mach 20 for hypersonic vehicles. These fast moving nodes create a unique challenge for routing packets when connectivity amongst the nodes is very intermittent and episodic, which prevents traditional MANET routing protocols from providing acceptable performance.

The rest of the paper is organized as follows: Section II presents the other mobility models and routing algorithms related to this research. This is followed a discussion of the requirements for a suitable airborne mobility model in Section III. We present our new 3D Gauss-Markov mobility model algorithm in Section IV. We present the algorithms used in the AeroRP model in Sections V and VI. Section VII contains simulation results comparing these two models with common alternatives. Finally we conclude in section VIII.

II. BACKGROUND AND RELATED WORK

Previous to this work, the ns-2 and ns-3 simulator built-in mobility models included constant velocity, random walk 2D, random direction 2D, and random waypoint. We now present a brief summary of these models.
In constant velocity, nodes proceed along their initial velocity vector for the duration of the simulation as shown in Figure 1a. There are no geographic boundaries in this model. In random walk 2D, each node is given a random trajectory (speed and direction) and travels on that trajectory for a fixed period of time or a fixed distance as shown in Figure 1b. When nodes reach the limits of the 2-dimensional boundary, they bounce off in a new direction mirroring the previous direction and velocity. Figure 1c shows an example of the random direction model, in which nodes travel on a random trajectory until they reach the 2D boundary, at which time they pause for a random period of time and head off in a new random direction and speed. In the random waypoint model, as illustrated in Figure 1d, each node travels to a random waypoint \((x,y)\) coordinate), pauses for a period of time, and then heads off to another waypoint. The waypoints, node speeds, and pause times are modeled as uniformly distributed random variables.

Intuitively we can see that these simple synthetic mobility models do not mimic the motion of airborne nodes very well. The nodes undergo sudden changes in speed and direction at random, which is uncharacteristic of real aircraft. Later in this paper we will show that these characteristics have a noticeable effect on routing performance.

There are a number of existing multihop, geographic routing strategies with similarities to AeroRP, so we will briefly summarize them next. Several geographic routing survey papers [13]–[15] break down different geographic forwarding decisions into MFR (most forward with radius \(r\)), NFP (nearest with forward progress), and compass. MFR is the most intuitive and forwards the packet to the node that makes the most forward progress between the source and destination. NFP forwards the packet that is closest to the current node and is closer to the destination, reducing packet collisions compared to MFR by making shorter hop routing decisions. Compass forwarding chooses a node that is closest to an imaginary line drawn between itself and the destination based on the trajectory. There are many geographic routing protocols, including DREAM [16], LAR [17], GPSR [18], and SiFT [19].

Unpiloted aerial vehicle geographic routing has been simulated at 25 m/s [20], much slower than Mach 3.5 (1200 m/s). A top speed of 20-50 m/s is typical amongst geographic routing protocols [21]–[27]. There are a few routing protocols specifically for aeronautical environments. ARPAM [28] is a hybrid AODV [29] protocol for commercial aviation networks that utilizes the geographic locations to discover the shortest but complete end-to-end path between source and destination. Multipath Doplar routing (MUDOR) [30] takes relative velocity into consideration as well as the Doppler shift to measure the quality of a link. Anticipatory routing [31] tracks highly mobile endpoints that reach the reactive limit in which the speed of the nodes is comparable to the time it takes for the location tracking to converge upon the position of the node. Spray routing [32] involves unicasting a packet a specific depth away from the destination in which the packet is then sprayed or multicasted to a controlled width or number of levels of neighbors, for highly mobile endpoints up to 250 m/s. However, none of these approaches mention such speeds within an order of magnitude of Mach 3.5, in which rapidly varying connectivity becomes a much greater consideration.

### III. Airborne Mobility Model Requirements

Some of the challenges faced by airborne networks include high mobility, limited bandwidth, limited transmission range, and intermittent connectivity [33]. Airborne nodes are highly dynamic and require 3-dimensional models. The current ns-3 mobility models are designed for 2-dimensional movement. The random waypoint model, the basic design of which is not limited to 2 dimensions, can only select from waypoints generated from the ns-3 position allocation class. And at this time, there are only three position allocation models identified in the position allocation class: grid position, random rectangle, and random disc, all of which are 2-dimensional allocation schemes.

Simulated airborne nodes represent the motion of physical objects flying through the air, for which natural laws must be obeyed. This implies that the path of an airborne node will not be completely random, but its position at any point in time will be dictated largely by its previous position and velocity vector. Therefore, the mobility model must have memory. The mobility models mentioned previously are all memoryless. One characteristic of a memoryless mobility model is the existence of very sharp and sudden changes in direction and speed. One measure by which a good airborne mobility
model should be judged is the fluidity of movement between consecutive positions.

IV. GAUSS-MARKOV MOBILITY ALGORITHM

In this section, we first present the basic Gauss-Markov algorithm for modeling two-dimensional mobility. We then extend the model to three dimensions as well as introduce new parameters to accurately model the mobility of airborne nodes.

A. The Basic 2D Gauss-Markov Algorithm

The Gauss-Markov mobility model introduced in [34] is a relatively simple memory-based model with a single tuning parameter, alpha $\alpha$, which determines the amount of memory and variability in node movement. In this paper, we describe other tuning parameters that have a significant impact on the dynamics and characteristics of the Gauss-Markov mobility model as well as the selection of alpha.

In the traditional 2-dimensional implementation of the Gauss-Markov model, each mobile node is assigned an initial speed and direction, as well as an average speed and direction. At set intervals of time, a new speed and direction are calculated for each node, which follow the new course until the next time step. This cycle repeats through the duration of the simulation. The new speed and direction parameters are calculated as follows [9]:

$$s_n = \alpha s_{n-1} + (1 - \alpha) \bar{s} + \sqrt{(1 - \alpha^2)} s_{x,n-1}$$

$$\theta_n = \alpha \theta_{n-1} + (1 - \alpha) \bar{\phi} + \sqrt{(1 - \alpha^2)} \theta_{x,n-1}$$

(1)

where $\alpha$ is the tuning parameter, $\bar{s}$ and $\bar{\phi}$ are the mean speed and direction parameters, respectively, and $s_{x,n-1}$ and $\theta_{x,n-1}$ are random variables from a Gaussian (normal) distribution that give some randomness to the new speed and direction parameters.

**Special Case:** $\alpha = 0$

When $\alpha$ is zero, the model becomes memoryless; the new speed and direction are based completely upon the average speed and direction variables and the Gaussian random variables.

$$s_n = \bar{s} + s_{x,n-1}$$

$$\theta_n = \bar{\phi} + \theta_{x,n-1}$$

(2)

**Special Case:** $\alpha = 1$

When $\alpha$ is 1, movement becomes predictable, losing all randomness. The new direction and speed values are identical to the previous direction and speed values. In short, the node continues in a straight line.

$$s_n = s_{n-1}$$

$$\theta_n = \theta_{n-1}$$

(3)

Setting $\alpha$ between zero and one allows for varying degrees of randomness and memory. In addition to $\alpha$, the dynamics of the Gauss-Markov mobility model are greatly influenced by other variables like the time step, the selection of the average speed and direction, and the mean and standard deviation chosen for the Gaussian random variables. For example, choosing a standard deviation on the Gaussian distribution governing the direction that is much larger than the average direction generates a very different movement pattern than if the standard deviation and average direction values are similar.

B. Extending the Model to Three Dimensions

In this section, we discuss several methods to extend the basic Gauss-Markov 2-dimensional model to three dimensions. The first approach is to apply the Markov process to the $x$, $y$, and $z$ axis of a 3-dimensional velocity vector. The velocity vector is computed as:

$$x_n = \alpha x_{n-1} + (1 - \alpha) \bar{x} + \sqrt{(1 - \alpha^2)} x_{x,n-1}$$

$$y_n = \alpha y_{n-1} + (1 - \alpha) \bar{y} + \sqrt{(1 - \alpha^2)} y_{x,n-1}$$

$$z_n = \alpha z_{n-1} + (1 - \alpha) \bar{z} + \sqrt{(1 - \alpha^2)} z_{x,n-1}$$

(4)

The advantage of this approach is that at each time step, the new velocity vector values can be applied directly to the constant velocity helper class in ns-3 that will calculate the position of the mobile nodes automatically. This eliminates the need for direction variables entirely, along with the trigonometric calculations that would be required to determine the node velocity vector.

The problem with this method is that it is uncharacteristic of aircraft in flight; it is not easy to model airplane flight based upon the plane’s velocity in the $x$-direction, its velocity in the $y$-direction, and its velocity in the $z$-direction. Aircraft flight can be more accurately modeled using a velocity variable combined with variables for both direction and pitch. In the second approach, we start with the speed and direction variables found in the 2-dimensional Gauss-Markov model, and add a third variable to track the vertical pitch $p$ of the mobile node with respect to the horizon as follows:

$$s_n = \alpha s_{n-1} + (1 - \alpha) \bar{s} + \sqrt{(1 - \alpha^2)} s_{x,n-1}$$

$$\theta_n = \alpha \theta_{n-1} + (1 - \alpha) \bar{\phi} + \sqrt{(1 - \alpha^2)} \theta_{x,n-1}$$

$$p_n = \alpha p_{n-1} + (1 - \alpha) \bar{\phi} + \sqrt{(1 - \alpha^2)} p_{x,n-1}$$

(5)

Note that these formulae represent basic 3-dimensional node movement. The objective of this model is to accurately represent the 3-dimensional node movement while limiting the complexity. It is not necessary to model the various flight controls, like the rudder, flaps, ailerons, angle of bank, etc. It is sufficient to model the aircraft movement itself using the Gauss-Markov algorithm, for which we assume the direction and pitch variables represent the actual angles at which the aircraft is moving.

After calculating these variables, the algorithm must determine a new velocity vector and send that information to the ns-3 constant velocity helper, in which the new node location is calculated. Assuming the direction and pitch variables are given in radians, the velocity vector $\bar{v}$ is calculated as:

$$v_x = s_n \cos(\theta_n) \cos(p_n)$$

$$v_y = s_n \sin(\theta_n) \cos(p_n)$$

$$v_z = s_n \sin(p_n)$$

(6)
V. AERORP DECISION METRICS

The basic operation of AeroRP consists of two phases [6]. In the first phase, each node learns and makes a list of available neighbors at any given point in time. It utilizes a number of different mechanisms to facilitate neighbor discovery, including periodic beacons and storing trajectory data in actual data packets. The second phase of the algorithm is to find the appropriate next hop to destination to forward the data packets. The location of the destination is known by all nodes, and a neighbor table is maintained that is updated based on the mechanism used in the first phase. The node uses this information to choose the next hop for each data packet. This is done by choosing the neighbor that has the smallest time to intercept (TTI) that indicates the time it will take for a node to be within transmission range of the destination if it continues on its current trajectory. Assume that node \( n_0 \) wants to send a data packet to the ground station \( D \) and the transmission range of all nodes is \( R \). The TTI for each node is calculated as:

\[
TTI = \frac{\Delta d - R}{s_d}
\]

in which \( \Delta d \) gives the euclidean distance between the current location of a potential node and the destination node \( D \) and \( s_d \) is the relative velocity a potential neighbor has with respect to the destination. A high and positive \( s_d \) infers the neighbor is moving towards the destination at a high speed; high and negative \( s_d \) inferences the neighbor is moving away.

A. Speed Component

Here, we work out exactly how \( s_d \) is calculated. Given a neighbor \( n_i \) that has geographic coordinates of \( x_i, y_i \) and a velocity of \( v_{xi}, v_{yi} \), the velocity vector for \( n_i \) is calculated as:

\[
v_i = \sqrt{v_{xi}^2 + v_{yi}^2}
\]

The angle in degrees\(^1\) between the positive \( x \)-axis of \( n_i \) plane and \( n_i \) velocity vector is:

\[
\Theta = \text{atan2}(v_{yi}, v_{xi}) \times \frac{180}{\pi}
\]

Destination \( D \) has geographical coordinates \( x_d, y_d \). The angle between the positive \( x \)-axis of \( n_i \) plane and the imaginary line drawn between \( n_i \) and \( D \) is:

\[
\bar{\Theta} = \text{atan2}(y_d - y_i, x_d - x_i) \times \frac{180}{\pi}
\]

The difference between the angles \((\Theta - \bar{\Theta})\) gives the angle between \( n_i \) velocity and the imaginary line drawn between \( n_i \) and \( D \). This gives us \( s_d \):

\[
s_d = v_i \times \cos(\Theta - \bar{\Theta})
\]

\(^1\text{atan2} (x,y)\) is a two-argument convenience function available in most programming languages that computes the angle in radians between the positive \( x \)-axis of a plane and the \( x,y \) coordinates provided in the arguments.

B. Refining the Time to Intercept

The time to intercept (TTI) is the primary metric used for routing decisions in AeroRP. A source node calculates the TTI of its neighbors to understand when its neighbors will potentially be within transmission range of the destination and make the decision to route to the neighbor that will potentially be within transmission range of the destination the soonest and thus has the lowest TTI. Given a potential neighbor \( n_i \) with coordinates \( x_i, y_i, z_i \) and a destination \( D \) with coordinates \( x_d, y_d, z_d \), the Euclidean distance between the two is given as:

\[
\Delta d = \sqrt{(x_d - x_i)^2 + (y_d - y_i)^2 + (z_d - z_i)^2}
\]

The TTI is calculated as follows in which \( R \) is the transmission range of the mobile devices:

\[
TTI = \begin{cases} 0 & \text{for } s_d < 0 \text{ and } \Delta d > R \\ \frac{\Delta d - R}{s_d} & \text{otherwise} \end{cases}
\]

\( R = 0 \) is a special case that indicates to never choose this neighbor as a next hop because we do not choose nodes that are moving away from the destination and not within transmission range. We use a negative TTI because this is an indication of a node being within transmission range of the destination that should be chosen as a next hop (lowest TTI). We always choose nodes within transmission range of the destination over nodes that are not. We also choose nodes that are within transmission range of the destination but moving away from the destination if there are no nodes within transmission range of the destination that are moving towards the destination. The nodes within transmission range moving towards the destination will be favored over those nodes within transmission range but moving away from the destination because these nodes will have a positive TTI due to a negative \( s_d \) and a negative \( \Delta d - R \), and the nodes moving towards the destination will have a negative TTI.

C. Predicting Neighbors Out of Range

In a highly dynamic mobile environment in which links are constantly being broken due to high speeds, it may not be enough to just purge entries that have not been heard from based on a configurable hold time. Hence, we try to predict nodes that will be out of transmission range and remove them from next hop consideration. The predicted distance \( d \) between \( n_0 \) and \( n_i \) is:

\[
\begin{align*}
\hat{x}_i &= x_i + v_{xi}(t_1 - t_0) \\
\hat{y}_i &= y_i + v_{yi}(t_1 - t_0) \\
\hat{z}_i &= z_i + v_{zi}(t_1 - t_0) \\
\end{align*}
\]

\[
\hat{d} = \sqrt{(x_0 - \hat{x}_i)^2 + (y_0 - \hat{y}_i)^2 + (z_0 - \hat{z}_i)^2}
\]

Finally, the logic used to predict whether or not \( n_i \) is going to be out of \( n_0 \)’s range is given as:

\[
\text{OutOfRange} = \begin{cases} \text{true} & \text{for } \hat{d} \geq R \\ \text{false} & \text{for } \hat{d} < R \end{cases}
\]
VI. AERORP OPERATIONAL FLOW

The AeroRP routing protocol has both a neighbor discovery and a data forwarding phase as previously discussed. In order to discover neighbors in beacon mode, nodes receive AeroRP hello beacons from their neighbors. The node either creates a new entry in its neighbor table or updates its current data regarding the node from which it received the hello beacon. This neighbor table is used to calculate the TTI of its neighbors in order to make routing decisions.

Given the wireless nature of node communication in MANETs, it is possible for a node to be promiscuous and overhear all packets, even those packets that are not intended for a given node. In beaconless promiscuous mode, AeroRP takes advantage of this behavior and adds location information to each data packet per-hop as opposed to sending periodic hello beacons with this information. All nodes within transmission range, including those nodes that are not the intended receiver, can listen to the data packet and extract the location information from the header and store this location information for making routing decisions.

For the case when the node receives a packet for which the node itself has the lowest TTI but is not within transmission range of the destination, the packet can be queued in a configurable sized queue for a configurable amount of time. The queue is checked at a configurable frequency to see if there is a neighbor with a lower TTI than the local node. When a neighbor with a lower TTI is encountered, the packets from the queue are sent at a configurable data rate. There are currently three different AeroRP modes for when the local node has the best TTI: 1) Ferry: queue the packets indefinitely until a node with a lower TTI is found, 2) Buffer: queue the packets in a finite sized queue with a finite timeout until a node with a lower TTI is found, and 3) Drop: drop the packet. The flow of receiving and routing a data packet in AeroRP is illustrated in Figure 2.

![AeroRP flow diagram](image)

When receiving a data packet, a node uses its neighbor table to decide how to route the packet. If the node is not the packet’s destination, the node will clean its neighbor table of stale entries and those nodes that are predicted to be out of range as discussed in Section III.C. If one of the neighbors is the destination of the packet, the packet will be transmitted to the destination. Otherwise, the packet will be transmitted to a neighbor that has a better TTI. If the local node has the best TTI, it will ferry, buffer, or drop the packet depending on the AeroRP mode.

VII. PERFORMANCE ANALYSIS

We present the results of simulations conducted with the ns-3 simulator [11] to compare the performance of AeroRP in beaconless mode against traditional MANET routing protocols such as OLSR (optimized link state routing) [35], [36] and DSDV (destination-sequenced distance vector) [37], [38]. We choose these MANET protocols because they are common baseline link-state and distance-vector MANET routing protocols. We compare the simulation performance under the different mobility models: Gauss-Markov, random waypoint, and constant position.

A. Gauss-Markov Variables

In order to examine the results of the mobility model in 3D, an MS-Window application was developed that parses the ns-3 trace file data and displays the mobile node paths on the computer screen. This viewer allows one to zoom in and out and rotate the traces in three dimensions about the origin to observe changes in node mobility as various parameters of the Gauss-Markov model are adjusted.

The Gauss-Markov model has several variables that can be modified [12]. Setting $\alpha$ between zero and one allows us to tune the model with degrees of memory and variation. In order to analyze the impact of $\alpha$ on the mobility, we conducted baseline simulations. Figure 3 shows variation in node movement with varying values of $\alpha$. We observe that as $\alpha$ increases, the node paths become less random and more predictable. For the rest of the simulations we kept $\alpha$ value to be 0.85 to have some predictability in the mobility of the nodes, while avoiding abrupt AN direction changes.

Another significant parameter affecting node movement is the TimeStep, or how often a new set of values are calculated for each node. Since the nodes’ velocity and direction are fixed until the next timestep, setting a large timestep will result in long periods of straight movement. A short timestep such as 0.25 s, will result in a path that is almost continuously changing. The timestep value for our simulations is set to 10 s.

B. Simulation Variables

For the random waypoint mobility model, we choose the pause time to be 0 s. since aircraft continuously move. The nodes are randomly placed in locations in the ns-3 constant position mobility model. The topology setup consists of between 5 and 60 wireless ANs that are randomly distributed over the simulation area. A single stationary sink node is located in the center of the simulation area representing the ground station. Other details of the simulation are shown in Table 1. These parameters are chosen to identify routing performance and not to focus other layer issues [39]. 802.11b with 11 Mb/s is the most common and reliable wireless link layer protocol in ns-3 at the time of the AeroRP implementation.

The ns-3 built in AODV model contains serious bugs, which we hope will be fixed soon; we are currently implementing DSR.
We look at three different metrics to measure the performance of the different routing algorithms:

- **Packet delivery ratio (PDR):** the number of packets received divided by the number of packets sent at the application layer.
- **Overhead:** bytes (typically headers) in excess of the payload data, required for the operation of the various protocols.
- **Delay:** the time between the initial transmission of a given packet and its arrival at the destination.

**C. Simulation Results**

Figure 4 shows the PDR of network performance of AeroRP in beaconless mode, OLSR, and DSDV routing protocols using the Gauss-Markov mobility model with \( \alpha \) value of 0.85 and timestep of 10 s. The velocity of the nodes is kept at 1200 m/s for this baseline case. AeroRP outperforms the traditional link state and distance vector MANET routing protocols as the node density is increased. OLSR performs better than DSDV, which degrades significantly as the node density increases.

The network performance of AeroRP in terms of PDR for varying velocities is shown in Figure 5. We use the Gauss-Markov mobility model with an \( \alpha \) value of 0.85 and timestep of 10 s. As the node density is increased from 20 to 60 in increments of 20, the PDR increases, due to the fact that there are fewer partitions in the network since the simulation area is covered by more nodes [39].

Figure 6 shows the average PDR of AeroRP as the number of nodes is increased. The velocity of the nodes is constant at 1200 m/s. As the number of nodes increases, the PDR increases for all three mobility models. This can be attributed to reduced partitioning as the node density increases. However, the PDR of the network is at maximum 55% using the Gauss-Markov mobility model, while the PDR reaches 80% using the random waypoint and constant mobility models. One reason is that the \( z \)-direction component of the 3-D Gauss-Markov model adds additional distance for the transmission range of the nodes, compared to the 2-D random waypoint and constant mobility models.
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Fig. 6: Effect of node density on PDR

position mobility models. Secondly, random waypoint can result in nodes covering most of the simulation area with an even distribution, whereas using the Gauss-Markov model, depending on the initial placement and direction, the nodes can be out of transmission range of each other for longer periods of time [40]. The fact that using the Gauss-Markov model results in lower performance indicates that it is more challenging for the routing protocols to adapt to realistic motion, making it imperative that new protocols be tested against this mobility model and not random waypoint alone.

As illustrated in Figure 7, the average overhead of the network increases with the node density. The overhead of AeroRP beaconless mode in Gauss-Markov mobility model is the lowest as the node density is increased. Since the Gauss-Markov mobility model results in fewer abrupt direction changes compared to the random waypoint model, route calculations are done less frequently. Also, since the PDR is less for the Gauss-Markov mobility model, intuitively one can expect to have less overhead for Gauss-Markov model. The overhead in constant mobility model is the largest compared to the other mobility models at high node-densities.

The effect that node density on the delay of data packet transmissions is shown in Figure 8. In the constant position mobility model initial placement of the nodes affects end-to-end delay at the MAC layer. Thus if the network path is connected packets are delivered to destination, or if the network is partitioned packets are buffered but never delivered and thus do not affect the delay statistics. For the random waypoint and Gauss-Markov models, buffering delays dominate the delay statistics, which increase around the same rate until 50 nodes are in the network. The delay increases more for Gauss-Markov mobility model compared to the random waypoint model. Our simulation results are in line with the conclusions made in [41] that network performance depends on the values of the mobility model chosen.

VIII. CONCLUSIONS AND FUTURE WORK

The three dimensional Gauss-Markov mobility model presented in this paper can be used to model airborne MANETs. Compared to the previously available ns-3 mobility models, the Gauss-Markov model provides more realistic node movement. Different types of aircraft movements can be simulated by varying the three basic tuning parameters of $\alpha$, standard deviation, and time step. When comparing simulations run with the Gauss-Markov model to results acquired using other mobility models, we see that the performance is lower, indicating that the Gauss-Markov model presents a greater challenge to the routing protocols than is seen with memoryless models. In evaluating AeroRP performance against other legacy MANET routing protocols using the ns-3 simulator in realistic high-velocity scenarios, our results indicate that AeroRP generally outperforms them regardless of mobility model used.

Our future work includes comparing AeroRP to AODV (when fixed) and DSR (under development by the KU ResiliNets group). Furthermore we will test AeroRP with the AeroTP transport protocol [42] to analyze their performance when combined, including the effects of buffering modes on transport layer operation.
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