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ABSTRACT

End-to-end communication in highly-dynamic airborne net-
works is challenging due to the presence of highly mobile
nodes and the inherent nature of wireless communication
channels. Domain-specific protocols are required that can
address these challenges and enable reliable transmission of
data in this environment. We develop the ANTP (airborne
network and transport protocols) suite that operates in this
highly-dynamic environment while utilising cross-layer opti-
misations between the physical, MAC, network, and trans-
port layers. We show how each component in the ANTP
suite outperforms the traditional TCP/IP and MANET pro-
tocols through simulation using ns-3. Having verified these
protocols through simulation and analysis, the next step to-
wards deployment of the ANTP suite is developing a cross-
platform implementation of the protocols. Towards this end
we present an architecture for the protocol stack to be im-
plemented in the Python programming language.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Network topology, Wireless com-

munication; C.2.2 [Computer-Communication Networks|:

Network Protocols—Routing protocols

General Terms

Algorithms, Design, Experimentation, Performance

Keywords

Airborne mobile wireless network, DTN (disruption-tolerant
network), MANET, ns-3 simulation, Python implementa-
tion

1. INTRODUCTION

Highly-dynamic airborne networks pose unique challenges
to end-to-end data transmission. Mobility poses a great
challenge since the airborne nodes can travel at speeds as
high as Mach 3.5. In addition, the network is bandwidth-
constrained due to limited spectrum. Intermittent connec-
tivity is also a challenge, which is caused by the extremely
short contact duration between any two nodes [11, 10, 9].
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A typical airborne tactical network as depicted in Fig-
ure 1 consists of three types of nodes: airborne nodes (AN),
ground stations (GS), and relay nodes (RN). The airborne
nodes contain a variety of data collection devices. The GSs
are located on the ground (stationary or portable) and typi-
cally have a much higher transmission range than that of an
AN. The GS also houses a gateway (GW) that connects the
airborne network to several terminals that may run control
applications for various devices on the AN. Furthermore, the
GSs can be interconnected to do soft-handoffs from one to
another while tracking an AN. The RNs are dedicated air-
borne nodes to improve the connectivity of the network [10].
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Figure 1: Dynamic airborne environment

The current TCP/IP-based Internet architecture is not
designed to function in this environment. We have devel-
oped the ANTP suite (shown in Figure 2) that is optimised
for the highly-dynamic airborne environment, while main-
taining edge-to-edge compatibility with the legacy Internet
architecture. These protocols include: AeroTP — a TCP-
friendly transport protocol introduced in [12] with multi-
ple reliability and QoS modes, AeroNP — an IP-compatible
network protocol (addressing and forwarding) introduced
in [4], and AeroRP — a routing protocol introduced in [4]
and further evaluated in [7, 8, 5], which exploits location



information to mitigate the short contact times of high-
velocity airborne nodes. Both the source and destination
for data transmitted may be native Aero-protocol devices
or TCP/IP-based systems, however the IP protocol stack is
not suitable for use within the airborne network itself. To
overcome this challenge without requiring a total redesign
of all sensors, peripherals, applications, and workstations,
we introduce the Aero Gateway (AeroGW) [3]. This pro-
tocol suite is designed to perform well in an environment
in which rapidly-changing topology prevents global routing
convergence, as well as those in which long-lasting stable
end-to-end paths do not exist.
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Figure 2: Airborne network protocols

2. SIMULATION MODELLING

In this section, we present the results of simulations con-
ducted with the ns-3 simulator [1] to compare the perfor-
mance of AeroTP with other transport protocols. We also
compare the performance of AeroRP with the traditional
MANET routing protocols.

2.1 AeroTP Simulation

AeroTP is designed to be TCP-friendly to allow seam-
less splicing with conventional TCP at the network edge
in the GS and on the AN. AeroTP has several operational
modes that support different service classes: reliable, nearly-
reliable, quasi-reliable, best-effort connection, and best-effort
datagram. The first of these is fully TCP compatible, the
last fully UDP compatible, and the others TCP friendly
with reliability semantics matching the needs of the mission.
We compare AeroTP modes with TCP and UDP protocols.
The selective-repeat ARQ algorithm is used to provide reli-
able edge-to-edge connection between nodes for the reliable
mode, and FEC is used for the quasi-reliable mode of the
AeroTP protocol [6].

Over the course of the simulation, both TCP and AeroTP
are able to deliver the full 1 MB of data transmitted for low
error rates (3.5 x 107°), but above that TCP performance
drops rapidly while AeroTP is still able to deliver nearly all
the data at the highest error rates as shown in Figure 3. In
the same plot we see that UDP looses a percentage of the
data due to corruption as the BER increases, and that the
AeroTP quasi-reliable mode losses a much smaller percent-
age.

2.2 AeroRP Simulation

Both reactive and proactive routing protocols fail to op-
erate in partially connected networks since a complete path
may not exist at all time. Determining the next-hop is based
on a metric called time to intercept (TTT) that is calculated
based on inter-node distance, transmission range, and speed
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Figure 3: Cumulative goodput

component [7]. AeroRP is tested in the ferrying, buffer,
and drop modes as well as in both beacon and beaconless
promiscuous mode that were discussed [8, 7, 5].

Figure 4 shows the average PDR (packet delivery ratio)
as the number of nodes are increased. The node density of
the network affects all of the routing protocols with AeroRP
ferrying packets in beaconless promiscuous mode perform-
ing the best. The PDR for all AeroRP modes increases as
the number of nodes increase with the exception of a slight
performance degradation as the number of nodes approaches
90% and higher. This suggests that as the number of nodes
increase, AeroRP is able to make more intelligent decisions
on how to move the data packets towards the destination
whereas the MANET routing protocols are relying on non-
geographic based links to move the packet to the destination.

y — — —3——— % — 7

_ 4

== AeroRP - Drop:Beacon F—e—ri
- AN AeroRP - Drop:Beaconless — —® — 1
R AeroRP - Ferry:Beacon +— @—1
0.2 - AeroRP - Ferry:Beaconless “--<--~
< AeroRP - Buffer:Beacon + =¥ =1

AeroRP - Buffer:Beaconless = = X = =i
OLSR + = # = 4

average packet delivery ratio

S

0.0 PO = S
10 20 30 40 50 60 70 80 90 100
number of nodes

Figure 4: Effect of node density on PDR

3. IMPLEMENTATION ARCHITECTURE

The implementation architecture is designed to provide
several features: maintainability, reliability, and data anal-
ysis accessibility. To achieve maintainability, the system is
fully designed based on the object oriented programming
(OOP) approach. This approach tries to eliminate the de-
pendency between data structures, which gives us the option
to upgrade the components with fewer errors. For reliabil-
ity, the system employs try-catch error handling to avoid



any I/O errors during runtime. For performance analysis,
the system provides a shared logging system that can ag-
gregate the logs in a single web server. Based on these con-
siderations, the system is divided into several components
as shown in Figure 5. AeroNP provides the interface be-
tween the higher layers of the ANTP protocol suite and air-
borne network [2]. The system architecture is implemented
in Python in two phases. First, we implement each protocol
separately and test their functionality on PlanetLab testbed.
Finally, the implementation is deployed to embedded proces-
sors on radio-controlled aircraft and ground vehicles.
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Figure 5: System architecture

4. CONCLUSIONS AND FUTURE WORK

The existing TCP/IP protocols are not well suited for ap-
plications in highly-dynamic airborne networks. We have
developed domain-specific ANTP suite to leverage cross-
layer information in optimising end-to-end performance in
this challenging environment. We performed simulations
showing significant improvements in end-to-end data deliv-
ery when using AeroTP instead of TCP. By predicting when
links will be available based on trajectory information, as
well as actively listening for nearby nodes, AeroRP can send
data opportunistically towards its destination. We showed
the prototype implementation design and architecture. For
future work, we will deploy our Python implementation on
embedded devices on radio-controlled aircraft and ground
vehicles.
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